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ABSTRACT  B-cell epitopes play a vital role in the development of peptide vaccines, in diagnosis of diseases, and also for allergy research. Experimental methods used for characterizing epitopes are time consuming and demand large resources. The availability of epitope prediction method(s) can rapidly aid experimenters in simplifying this problem. The standard feed-forward (FNN) and recurrent neural network (RNN) have been used in this study for predicting B-cell epitopes in an antigenic sequence. The networks have been trained and tested on a clean data set, which consists of 700 non-redundant B-cell epitopes obtained from Bcipep database and equal number of non-epitopes obtained randomly from Swiss-Prot database. The networks have been trained and tested at different input window length and hidden units. Maximum accuracy has been obtained using recurrent neural network (Jordan network) with a single hidden layer of 35 hidden units for window length of 16. The final network yields an overall prediction accuracy of 65.93% when tested by five-fold cross-validation. The corresponding sensitivity, specificity, and positive prediction values are 67.14, 64.71, and 65.61%, respectively. It has been observed that RNN (JE) was more successful than FNN in the prediction of B-cell epitopes. The length of the peptide is also important in the prediction of B-cell epitopes from antigenic sequences. The webservice ABCpred is freely available at www.imtech.res.in/raghava/abcpred/. Proteins 2006; 65:40–48. © 2006 Wiley-Liss, Inc.
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INTRODUCTION

The antigenic regions of a protein that are recognized by the binding of peptide or paratope of immunoglobulin molecules are called B-cell epitopes. When such specific binding (between epitope of an antigen and paratope of an antibody) is observed experimentally, the particular immunoglobulin establishes the epitope nature of a protein. Epitopes are thus relational entities that can be defined only in a functional sense (i.e. in an immunosassay) by the binding of complementary paratopes. These epitopes play an important role in the designing of peptide-based vaccines and also in the diagnosis of diseases. B-cell epitopes are also important for allergy research and in determining the cross-reactivity of IgE-type epitopes of allergens. These epitopes may be linear (continuous) or conformational (discontinuous). When linear synthetic peptides are found to cross-react with anti-protein antibodies or when they are able to induce antibodies that cross-react with the parent protein, then these peptides are labeled as linear (continuous) epitopes. The protective linear B-cell epitopes may lead to the synthesis of the efficient peptide vaccine against viral disease. A dominant linear B-cell epitope is used as the target of neutralizing antibody responses in autoimmune diseases. A discontinuous or conformational epitope is composed of several disparate sequence stretches, which are spatially contiguous. These sequences form a compact accessible region when the protein is folded. Deciphering these epitopes is a difficult task, but can give insight into the structural basis of antigen-antibody recognition. Recently, Conformational epitope prediction (CEP) server has been developed for the prediction of conformational epitopes using 3D structural data of protein antigens.

Prediction of immunogenic epitopes remains vital and challenging task using bioinformatic tools. The inherent complexity of antigen recognition complicates epitope prediction. In the past, number of algorithms have been developed for predicting the continuous B-cell epitopes based on physico-chemical properties of amino acids, but their rate of successful prediction is not very high. The commonly used properties for the prediction
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are hydrophilicity (Parker method),\textsuperscript{15} flexibility (Karplus method),\textsuperscript{16} accessibility (Emini method),\textsuperscript{17} and turns (Pellequer method),\textsuperscript{18} which had been correlated with the location of continuous epitopes in a few well-characterized proteins. All the prediction calculations are based on the propensity scales for each of the 20 amino acids and these scales describe the tendency of each residue to be associated with the physico-chemical properties. Based on these properties, few computer programs are developed to assist the user in predicting epitopes in an antigenic sequence. For example, PREDICTOP\textsuperscript{19} uses 22 normalized scales, corresponding to hydrophilicity, accessibility, flexibility, and secondary structure propensities. Another program, PEOPLE\textsuperscript{20} have used the combined prediction methods, taking into account of physico-chemical properties such as \( \beta \) turns, surface accessibility, hydrophilicity, and flexibility. A recent program BEPITOPO\textsuperscript{21} aims at predicting the continuous protein epitopes and searching for patterns either in a single protein or on a complete translated genome. An assessment of predictive value of algorithms based on eight physico-chemical parameter scales has been studied for locating of 29 continuous epitopes in four model proteins. The results showed that the percentage of correct prediction varies between 40–68\% depending upon the cut-off level of the threshold and the model protein.\textsuperscript{22} Van Regenmortel and Pellequer have compared the prediction efficacy of 22 different scales, taking into account both the correct and incorrect predictions, and showed that the prediction accuracy was not >50\%–60\%.\textsuperscript{23} Recently, we have studied the performance of various methods on clean and large data set of B-cell epitopes.\textsuperscript{24} Based on our observation we also developed a combined method BcePred (www.imtech.res.in/raghava/bcepred/) for predicting the B-cell epitopes using various physicochemical properties. The performance of the physicochemical properties varies from 52.9 to 57.5\%, whereas combined methods shows 58.7\% accuracy.\textsuperscript{24} Blythe and Flower found underperformance of the existing 484 amino acid propensity scales while benchmarking B cell epitope prediction.\textsuperscript{25}

One of the major problems with existing methods is that they are qualitative rather than quantitative, as most of these methods gave a property plots. In these property plots one can only guess the stretch or region of a protein, which may have B-cell epitope. It is nearly impossible to identify exact region (start and end residue), which can serve as B-cell epitope. To the best of our knowledge, no sophisticated technique like artificial neural network (ANN) has been used for the prediction of B-cell epitopes. The major problem of using machine learning technique is that the input window length has to be fixed, whereas B-cell epitopes sequence vary from 5 to 30 as reported in literature (Bcipep database). This is the reason why machine learning techniques such as ANN were not developed in the past. In this study, an attempt has been made to develop a method using ANN for the prediction of B-cell epitopes. To overcome the problem of varied length of B-cell epitope, we examined all the available B-cell epitopes and observed that most of the epitopes have length of about 20 amino acids or less (as reported in literature), and only few epitopes have length >20 amino acids. Thus in our study, we only considered the epitopes of length 20 amino acids or less for developing our method. It does not mean that B-cell epitope have length 20 amino acids or less. Adding or removing a few residues at the terminals of B-cell epitopes has generated the fixed length patterns. The additional residues were taken from the parent/original antigenic sequences. To train any prediction method, particularly machine learning techniques, one might require both positive (e.g. B-cell epitopes) as well as negative (e.g. non-B-cell epitope) datasets. We created the positive B-cell epitope data set from the Bcipep database. In the absence of any proven non-epitopes, we took random peptides generated from proteins as non-epitopes in this study. The creation of negative dataset from random peptides/proteins is a common practice in the literature.\textsuperscript{26–28} Though these random peptides may also have B-cell epitopes, we assumed that their probability is low.\textsuperscript{29,30}

Both standard feed forward network (FNN) and recurrent neural network (RNN) were applied in the present study for predicting the B-cell epitope in an antigenic sequence. Different window length, that is, 10–20 with two amino acids interval, were used to achieve high accuracy of the B-cell epitope prediction. It was observed that the prediction of B-cell epitopes using RNN was more accurate than FNN.

METHODS

The Data Set

B-cell epitopes have been obtained from Bcipep database\textsuperscript{31} that contains 2479 continuous epitopes. To train any machine learning technique one need to have fixed length pattern whereas B-cell epitopes have varying length. We examined the length of B-cell epitopes and observed that large number of epitopes have length less than 20 amino acid (\( \sim 90\% \)). Thus we discarded all epitopes having length more than 20 residues in order to fix the size of the pattern. We are not justifying that the 20 residues are optimized length for B-cell epitopes but this is the practical aspect to handle the problem of B-cell epitope prediction. We also removed identical epitopes from our dataset to remove any biasness in the prediction. Final dataset consists of 700 unique B-cell epitopes where the maximum length is 20 amino acids. To generate a negative dataset, we created non-epitopes using random peptides of length 20 residues from the proteins in Swiss-Prot.\textsuperscript{32} All the random peptides that are identical to B-cell epitopes were removed. Finally, we selected 700 random peptides and used them as non-B-cell epitope dataset. Thus our dataset consists of 700 B-cell epitopes and 700 non-B-cell epitopes (random peptides).

Creation of Fixed Length Pattern

In this study, we considered the B-cell epitopes of length only 20 amino acids or less to fix the size of the
pattern (upper limit). If the epitope length is less than 20 amino acids, then the length is increased by introducing equal number of residues at both terminals derived from its original antigenic sequence. For example, if any peptide is having length of 8 amino acids, then we added 6 neighbor residues at its both terminals (See Table I). These neighbor residues were obtained from its original antigenic sequence.

Size of the Input Window

After fixing upper limit and creating patterns of length 20, we generated a pattern of different lengths (window length) (10, 12, 14, 16, 18, 20). In this case we removed equal number of residues from both sides of the pattern. Table I shows the different window length obtained for two epitopes of length 8 and 20.

Fivefold Cross-Validation

In this study, a fivefold cross-validation technique has been used, in which the data set is randomly divided into five subsets, each containing an equal number of peptides (280 each). The five subsets have been grouped into training, validation, and testing set. The training set consists of three of these subsets. The network is validated for minimum error on validation set (one set) to avoid overtraining and the network is tested on the remaining set of epitopes called testing set. This process has been repeated five times so that each set was used once for testing. The final prediction results have been the average of five testing sets.

Blind Dataset 1

To evaluate our method on blind or independent data set, we obtained following four immunogenic proteins from literature. (i) ESAT-6 protein, a low-molecular weight protein secreted by virulent Mycobacterium tuberculosis, induced strong antibody response in experimentally infected monkeys. The epitopes were determined using synthesis of overlapping peptides spanning of ESAT-6 protein and by measuring antibody response to ESAT-6 peptides by ELISA in serum samples from monkeys.33,34  (ii) Ag44 protein is a recombinant antigen expressing the 134 C-terminal RhopH3 residues of Plasmodium falciparum. Epitopes was determined using overlapping peptides scanning of the protein and performing ELISA assays.35  (iii) The nucleocapsid (N) protein of reindeer pest (RPV) is one of the most abundant and immunogenic viral proteins. Epitope mapping with overlapping peptides revealed three antigenic sites in the region.36  (iv) Major surface protein (MSP) 1a of the genus type species Anaplasma marginale had been shown to contribute to protective immunity in cattle. Linear B-cell epitopes of MSP1a were mapped using synthetic peptides representing the entire sequence of the protein and the sera from immunized cattle recognized the peptides.37

Blind Dataset 2

We also created another independent Blind dataset 2, which consists of total 187 epitopes (128 IgE epitopes obtained from structural database of allergenic proteins (SDAP)38  and 59 epitopes obtained from Bcipep database39), and none of these epitopes were used in the training or testing of ABCpred algorithm. This dataset consists of 109 epitopes having less than 16 residues. To create a pattern of 16 residues, we added equal number of residues on both terminals of these epitopes from its original sequence. We also generated 200 random 16mer peptides from non-allergen dataset of Bjorklund et al.39 and used as non-epitopes. In summary, Blind dataset 2 consists of 187 epitopes and 200 non-epitopes.

Neural Network

In this study, FNN and partial RNN with a single hidden layer have been used. Initially, FNN has been tried, since it is commonly used in the ANN. However, FNN did not yield any satisfactory result and prompted us to try for RNN (Jordan network). Both the networks have been trained using back-propagation algorithm and with various window lengths from 10 to 20 residues. The target output consists of a single binary number and is one or zero (B-cell epitopes or non-epitopes). The final Jordan network has input window of 16 residues and have 35 units in a single hidden layer. For detailed description of Jordan network see supplementary information at www. intech.res.in/raghava/abc.pred/ABC_method.html.

The publicly available free simulation packages SNNS, version 4.2, from Stuttgart University has been used to implement the neural networks.40  It allows...
incorporation of the resulting network into an ANSI C function for use in the stand-alone code. At the start of each simulation, the weights are initialized with random values. The training is carried out by using error back-propagation, with a sum of square error function.41 The magnitude of the error sum in the test and training set is monitored in each cycle of the training. The ultimate number of cycles is determined when the network converges. During testing, a cut off value is set for each network, and the output produced by the network is compared with the cutoff value. If the output value is greater than the threshold value, then that peptide is predicted as B-cell epitope, otherwise as a non-epitope. For each network, the cutoff value is adjusted so that it yields the highest accuracy for that network. In this study we used uniform/same parameters for learning of five networks on different training sets during fivelfold cross validation. It means we have not optimized performance of networks for individual test sets, instead we optimized networks in order to get best average accuracy. We tried different network parameters during the training to get the overall best performance (average accuracy) over five sets. In other words, our best result was achieved by maintaining uniform parameters over the five subsets.

**Performance Measure**

**Threshold-dependent measure**

We used commonly used parameter to evaluate the performance of method. The evaluation of performance was at peptide or epitope level and not at residue level. Five parameters have been used in the present work to measure the performance of prediction method. Following is the brief description of the parameters: (1) $Q_{sens}$ (sensitivity) is the percent of epitopes that are correctly predicted as epitopes; (2) $Q_{spec}$ (specificity) is the percent of epitopes correctly predicted as non-epitopes; (3) $Q_{acc}$ (accuracy) is the proportion of correctly predicted peptides; (4) $Q_{ppv}$ (positive prediction value) is the probability that a predicted epitope is in fact an epitope; and (5) Matthew’s correlation coefficient (MCC) were also calculated. The parameters can be calculated by the following equations.

\[
Q_{sens} = \frac{TP}{TP + FN} \times 100\%
\]
\[
Q_{spec} = \frac{TN}{TN + FP} \times 100\%
\]
\[
Q_{acc} = \frac{TP + TN}{TP + TP + TN + FN} \times 100\%
\]
\[
Q_{ppv} = \frac{TP}{TP + FP}
\]
\[
MCC = \frac{(TP)TN - (FP)FN}{\sqrt{(TP)FP + TP + FN + TN + FN}}
\]

Where TP and FN refer to true positive and false negatives, TN and FP refer to true negatives and false positives.

**Threshold-independent measures**

One problem with the threshold-dependent measure is that they measure the performance on a given threshold. It is difficult to assess the overall performance of method using these threshold-dependent parameters. The ROC is a threshold-independent measure that was developed as a signal processing technique. For a prediction method, ROC plot is obtained by plotting all sensitivity values (true-positive fraction) on the y-axis against their equivalent (1-specificity) values (false-positive fraction) on the x-axis. The area under the ROC curve is taken as an important index because it provides a single measure of overall accuracy that is not dependent on a particular threshold.42 It measures discrimination, the ability of a method to correctly classify B-cell epitopes and non-epitopes.

**RESULTS**

All the methods have been trained and tested using fivelfold cross-validation. The prediction performance measures have been averaged over five sets. First, we trained and tested our method using FNN for different window lengths (input units) like 10, 12, 14, 16, 18, and 20 (See Table I). The performance of FNN at different window lengths with single layer of hidden unit 35 at optimum/default threshold 0.5 is shown in Table II. The

<table>
<thead>
<tr>
<th>Window size</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>Accuracy (%)</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>48.14</td>
<td>52.71</td>
<td>50.53</td>
<td>50.43</td>
<td>0.0088</td>
</tr>
<tr>
<td>12</td>
<td>53.00</td>
<td>52.14</td>
<td>52.54</td>
<td>52.57</td>
<td>0.0515</td>
</tr>
<tr>
<td>14</td>
<td>(54.71)</td>
<td>(54.71)</td>
<td>(54.72)</td>
<td>(54.71)</td>
<td>0.0645</td>
</tr>
<tr>
<td>16</td>
<td>51.43</td>
<td>55.00</td>
<td>53.17</td>
<td>53.21</td>
<td>0.0859</td>
</tr>
<tr>
<td>18</td>
<td>53.29</td>
<td>56.57</td>
<td>55.10</td>
<td>54.93</td>
<td>0.0602</td>
</tr>
<tr>
<td>20</td>
<td>54.43</td>
<td>59.14</td>
<td>57.28</td>
<td>56.79</td>
<td>0.1374</td>
</tr>
</tbody>
</table>

These results were obtained by FNN using single hidden layer of 35 units.

*Indicates maximum percentage at hidden units 10.
maximum performance achieved by FNN varied from 50.43% (nearly random) to 56.79%. We tried number of options, including layers hidden units etc., but the accuracy does not improve further with FNN (data not shown).

The accuracy of the method improved significantly ($P$ value = 0.01732) when we implemented RNN for training and testing (at 0.02 level). The overall performance (ROC plot) of RNN at various thresholds for window length 16 is shown in Figure 1. ROC plot was obtained by plotting all sensitivity values on the $y$-axis against (1-specificity) on the $x$-axis for 0.1–1.0 thresholds at interval of 0.1 (See Methods). The best performance of RNN was at hidden unit 35 with singly hidden layer (see Fig. 1). We also compared the overall performance (ROC plot) of FNN and RNN at hidden unit 35 with window length 16 and observed that RNN was better than FNN for whole range (see Fig. 2). These results clearly indicate the superiority of RNN over FNN in the prediction of B-cell epitopes. We achieved average accuracy, 65.93%; sensitivity, 67.14%; specificity, 64.71%; and MCC, 0.3187 using RNN at threshold 0.5. The learning parameters were same for all five RNN models (e.g., SSE 0.0005, cycles 5000, JE order; hidden nodes 35) in fivefold cross-validation. The accuracy at threshold 0.5 for five test sets was 58.57% (Set 1), 73.57% (Set 2), 72.14% (Set 3), 68.93% (Set 4), and 56.43% (Set 5). We used best RNN model in our server. The sensitivity, specificity, PPV, accuracy, and MCC at different window lengths using RNN are shown in Table III.

**Testing of ABCpred server on Blind Dataset 1**

To evaluate the performance of ABCpred server, we compute its predictive performance on a blind dataset (Protein sequences not used in the development of ABCpred algorithm). For this purpose, four recently experimentally annotated proteins were obtained from the literature. We predicted the B-cell epitopes in these proteins using ABCpred server at default parameters. The B-cell epitopes (predicted as well as experimentally determined) were mapped on the protein along its amino acid sequence. The B-cell epitopes predicted by ABCpred server in ESAT-6, Ag44 protein, and MSP1a, Rinderpest virus protein were shown in Figure 3(a,b), respectively. The predicted peptides are displayed rankwise based on scores obtained by the trained recurrent neural network. All the peptides shown in the figure are at default threshold value (0.5) and window length 16 with overlapping filter. In case of ESAT-6, there was totally four experimentally determined epitopes, our server predicted seven epitopes in this protein. Our four predicted region were in same region in sequence where experimentally determined epitopes (three) were there. Fifth epitope cover nearly half of the fourth B-cell epitope. These results indicate that the server has the ability to detect the potential regions that contain B-cell epitopes, with significant accuracy. However, the server also has lot of over prediction (or false positive) and cannot predict boundary of B-cell epitopes. One of the reasons for the poor prediction is due to the fact that B-cell epitopes do not have any fixed length and we are using a window of fixed length. Also it is not necessary that epitopes determined experimentally have correct boundaries, because in experiment they tried limited peptides (not all peptides of all possible length). The similar trend was observed for other proteins; see Figure 3(a,b) for detail. Overall, the results indicate that the performance of the method is much better than random in real life.

**Testing of ABCpred server on Blind Dataset 2**

The performance of ABCpred has been evaluated on Blind dataset 2, which consists 187 B-cell epitopes and 200 non-epitopes (16mer random peptides). In case, if the B-cell epitope have more than 16 residues, we examined all overlapping 16mers and if any 16mer have score more than the threshold then whole sequence is predicted as B-cell epitope. As shown in Table IV, we achieved sensitivity of 71.66%, specificity of 61.50%, and
accuracy of 66.41% at default threshold value of 0.5. The maximum accuracy of 69.25% was achieved using ABCpred at threshold value of 0.6. Similarly, we evaluated the performance of Karplus method using flexibility and achieved the maximum accuracy of 59.43% at threshold value of 1.50 (Table V). We achieved maximum accuracy of 61.49% by Parker method using hydrophilicity scale at the threshold value of 2.00 (Table VI). These results demonstrate that the ABCpred can predict B-cell epitopes with reasonably high accuracy.

**Table III. The Performance of Our Method Using RNN at 0.5 Threshold Using Single Hidden Layer of 35 Units**

<table>
<thead>
<tr>
<th>Window Size</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>Accuracy (%)</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>58.71</td>
<td>64.14</td>
<td>61.78</td>
<td>61.43</td>
<td>0.2293</td>
</tr>
<tr>
<td>12</td>
<td>53.57</td>
<td>61.71</td>
<td>58.30</td>
<td>57.64</td>
<td>0.1534</td>
</tr>
<tr>
<td>14</td>
<td>52.43</td>
<td>65.29</td>
<td>60.12</td>
<td>58.86</td>
<td>0.1786</td>
</tr>
<tr>
<td>16</td>
<td>67.14</td>
<td>64.71</td>
<td>65.61</td>
<td>65.93</td>
<td>0.3187</td>
</tr>
<tr>
<td>18</td>
<td>58.70</td>
<td>65.0</td>
<td>62.06</td>
<td>61.86</td>
<td>0.2373</td>
</tr>
<tr>
<td>20</td>
<td>57.14</td>
<td>71.57</td>
<td>66.51</td>
<td>64.36</td>
<td>0.2871</td>
</tr>
</tbody>
</table>

**Fig. 3.** Comparative epitope mapping of predictions by ABCpred server against experimental data on set of 4 proteins (a) Mycobacterium tuberculosis ESAT-6 protein and Plasmodium falciparum Ag44; (b) Rinderpest nucleocapsid protein C terminal and Anaplasma marginale MSP1a N terminal. Red residues are reported in the literature as immunogenic, blue residues are predicted by ABCpred server as epitope, and underlined residues are correctly predicted.
Comparison with Existing Methods

It is important to compare the performance of newly developed method with the existing methods. Following is the brief description of major B-cell epitopes prediction methods: (i) Hopp and Woods method is based on analysis of 12 proteins; (ii) Parker et al. method use the modified hydrophilic scale; (iii) Karplus and Schulz developed a method using flexibility scale for predicting the B-cell epitopes; (iv) Emini et al. developed a method using surface accessibility of the amino acids; (v) Kolaskar and Tongaonkar derived their own scale of antigenicity based on the frequency of residues; (vi) Pellequer et al. uses turn scales, which they derived from 87 protein structures; (vii) Pellequer and Westhof developed a program PREDITOP that uses the 22 normalized scales; (viii) PEOPLE uses combination of physico-chemical properties and (ix) BEPITOPE is a comprehensive program, which allows to combine two or more parameters. It is not practically possible to evaluate all these methods and programs in their original form, because of number of reasons that includes non-availability of the methods and most of them are qualitative methods. To evaluate the performance of existing methods, we evaluated the performance of various physico-chemical properties of residues, rather than methods itself (http://www.imtech.res.in/raghava/abcpred/). They evaluate major residue properties (hydrophilicity, flexibility, accessibility, etc.), which are used in most of the existing method. As shown in Table VII, the performance of the physico-chemical properties varies from 52.92 to 57.53%. The maximum accuracy of 58.70% has been achieved using the combination of properties. We achieved maximum accuracy of 65.93% using method ABCpred described in this study, which is better than the accuracy achieved using any single property or by combination. We calculated P-value to test whether the accuracy of ABCpred is significantly better than accuracy of property based methods. We got P-value of 0.012 between accuracies of ABCpred and Karplus method (flexibility) and P-value of 0.011 between ABCpred and Parker method (hydrophilicity) accuracies on five test sets at 0.05 level. These results show that the performance of ABCpred is significantly better than the methods based on physico-chemical properties.

Web Server

Based on our observations, a server ABCpred, which allows users to predict continuous B-cell epitopes in a protein sequence, has been developed. Users can submit an amino acid sequence and can select any window length as well as threshold to be used for epitopes prediction. It presents the result in overlap display and tabular frame. In case of tabular frame, the server ranked epitopes based on the score obtained from the trained recurrent neural network. The higher score values of the peptides indicates the higher probability to be predicted for an B-cell epitope. The server is accessible from www.imtech.res.in/raghava/abcpred/.


DISCUSSION

The prediction of B-cell epitopes in an antigen sequence is an important and complex problem. Although, most antigenic determinants of proteins are discontinuous, it is possible to mimic epitopes by synthetic peptides. Many algorithms have been developed to predict the location of continuous epitopes in proteins but their rate of successful prediction is low. One of the major problems faced in developing B-cell epitope prediction is the variable length of the epitope. As all machine learning techniques like SVM, ANN, and PEBLS require fixed length of pattern/peptide, it is not possible to use these techniques for B-cell epitope prediction. Though ANN techniques are used to classify the proteins of variable lengths from their amino acid composition (fixed length pattern of 20), it is not possible in case of epitope/peptide where length is too small to compute the composition. All the existing methods are residue property based where first they generate the property plots (e.g. hydrophilicity, flexibility) and then selects the regions in an antigen, which shows the peaks. These regions are assigned as B-cell epitopes. However, these methods are subjective in nature because one does not know the boundaries of epitopes.

In this study, for the first time a systematic attempt has been made to develop a neural network based method for predicting B-cell epitopes. A major problem in this method is the length of B-cell epitope that varies from 5 to 30 residues. The optimal length of a B-cell epitope is not known, unlike T-cell epitope where MHC molecule core prefer 9 amino acids for binding. On other hand, machine learning method requires a fixed length of window for testing and training. An initial examination of all the B-cell epitopes obtained from Bcipep database reveals that most of the epitopes have 20 or less residues. Therefore, in our study we have only used those epitopes that have 20 or less residues. This way we have fixed the upper limit of size of patterns used in this study. Next problem is how to handle epitopes that have residues <20. For epitopes of length less than 20 amino acids, we have generated patterns of length of 20 amino acids by adding neighboring residues both side of the epitope derived from its original sequence. (See Methods; Table I). This way we get a pattern of fixed length of 20 amino acids corresponding to each epitope. We feel that this is one of the best ways to handle this problem. Another problem we faced in this study was obtaining non B-cell epitopes data. Ideally one should have experimentally proven non B-cell epitopes data. Because of lack of such data in the public domain, we generated random peptides of 20 amino acids from proteins in Swiss-Prot database. We are not justifying that all these random peptides are non B-cell epitopes, and it is possible that these random peptides may also have B-cell epitopes. We adopt this strategy of generating non-epitopes (negative examples) as it has been used in number of investigations in past. Final data set contains patterns of length 20, with equal number of positive (B-cell epitope) and negative (non epitope) examples. A machine learning technique (ANN) is used for discriminating B-cell epitopes from non-epitopes. Though FNN is a commonly used network, we obtained poor results using FNN. The percentage of accuracy obtained using FNN is lower than existing methods based on physico-chemical properties, and for window lengths of 10 and 12, accuracy of FNN is near random (Table II). It has been observed in the past that RNN performs better than FNN in the prediction of secondary structure of proteins. Therefore, we tried RNN in our study and interestingly the performance of RNN is found to be better than FNN (Table III). The performance of RNN based method described in this study also is significantly better than that reported for any existing B-cell epitope prediction methods. The best performance of our method has been achieved when length of epitope is 16 residues. However, 16 cannot be considered as an ideal length of epitopes as number of epitopes with 15–22 amino acids length have been identified. We also evaluated the performance of our method on blind dataset where we compare the predicted and experimentally determined epitopes in four proteins (not used in testing or training of ABCpred). As shown in Figure 3(a,b), our method was able to predict the experimentally determined epitopes with reasonable accuracy. The performance is much better than random, despite the fact that B-cell epitope prediction is a complex problem. Thus it is worth to use ABCpred server for detecting potential B-cell epitopes in an antigen.

Though we have obtained high prediction accuracy of B-cell epitopes in this study, it has its own limitations. The method described here is not an alternate to existing methods, but will help to complement these methods. A number of assumptions have been made in the algorithm because one cannot directly implement ANN techniques in B-cell epitopes prediction. The aim of this study is to provide an additional quantitative method for B-cell epitopes prediction. The accuracy of method is also not very high, despite our systematic attempts. Users are advised to predict the B-cell epitope in an antigen using all existing methods, including our method, and to find out the regions in antigenic sequences, predicted by most of the methods.

CONCLUSIONS

It was observed that RNN (JE) has been more successful than FNN in prediction of B-cell epitopes. The length of the peptide is also important in prediction of B-cell epitopes from antigenic sequences.
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